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RESUMO

Este trabalho analisou os riscos de desinformacdo gerados pela Inteligéncia Artificial e apresentou
estratégias de mitigacdo capazes de reduzir seus impactos sociais, politicos e institucionais. O estudo teve
como objetivo investigar de que forma tecnologias de IA, especialmente modelos generativos, ampliaram
a produgdo e a circulagdo de conteudos falsos, enganosos e manipulados, além de avaliar consequéncias
desse fendmeno para a confianga publica, a democracia, a ciéncia e a seguranca nacional. A pesquisa adotou
metodologia bibliografica e qualitativa, baseada na revisdo de artigos cientificos, relatdrios institucionais e
obras especializadas que discutiram Inteligéncia Artificial, desinformagdo digital e integridade
informacional. Os resultados mostraram que a IA generativa permitiu a cria¢do de textos, imagens, videos
e audios sintéticos em grande velocidade e escala, tornando a desinformagdo mais sofisticada e dificil de
detectar. Observou-se que o realismo crescente de deepfakes, a clonagem de voz e a automacdo em redes
de bots ampliaram significativamente a capacidade de manipulagdao de percepcdes publicas, favorecendo
campanhas coordenadas e interferéncias em processos democraticos. A analise identificou também que esse
cenario contribuiu para a erosdo da confianga nas instituigdes, para o descrédito em evidéncias cientificas
e para vulnerabilidades em areas sensiveis, como satde publica e seguranga nacional. O estudo concluiu
que a mitiga¢do desses riscos depende da combinagdo de estratégias técnicas, politicas e educacionais,
incluindo ferramentas de deteccdo de midias sintéticas, regulamentagdes de transparéncia algoritmica,
politicas de governanca digital e programas de alfabetiza¢do midiatica capazes de fortalecer a capacidade
critica dos cidaddos diante do ambiente informacional contemporaneo.
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1 INTRODUCAO

A rapida expansdo da Inteligéncia Artificial (IA), especialmente em suas aplicagcdes
generativas, transformou profundamente o cenario informacional contemporaneo, criando novas
possibilidades tecnoldgicas, mas também desencadeando riscos significativos para a circulacdo de
informac®es e para a estabilidade social. O avango de modelos capazes de produzir textos, imagens,
videos e audios sintéticos com elevado grau de realismo inaugurou um periodo no qual fronteiras
entre verdade e falsificagdo tornaram-se cada vez mais dificeis de identificar. Autores como
Goodfellow et al. (2016), Wardle e Derakhshan (2017) e Zuboff (2019) tém discutido como esse
fendmeno altera as dinamicas de comunicacao, influencia a opinido publica e expde a sociedade a
novas formas de manipulacdo. Nesse contexto, compreender a relacdo entre 1A e desinformagéo torna- se
essencial para avaliar seus impactos e pensar estratégias que preservem a integridade informacional.

O presente trabalho teve como objetivo analisar os riscos de desinformacdo gerados por
tecnologias de Inteligéncia Artificial e discutir estratégias de mitigacdo capazes de reduzir seus
efeitos sociais, politicos e institucionais. Como objetivos especificos, buscou-se: compreender 0s
fundamentos da IA generativa; examinar o funcionamento da desinformacao digital e seu ecossistema
de circulacéo; investigar como a IA potencializa a criacdo e disseminacdo de contetdos falsos; avaliar
impactos sociais e politicos decorrentes desse processo; e apresentar possiveis caminhos para
enfrentamento do problema. A hip6tese que orientou a pesquisa considerou que a IA, apesar de seus
beneficios, intensifica substancialmente o alcance e o realismo da desinformacdo, contribuindo para
erosao da confianca publica, manipulacdo democratica e vulnerabilidades em areas como saude, cién
cia e seguranca nacional. A justificativa para a realizacdo deste estudo reside na centralidade que
a informagcdo ocupa nas sociedades contemporédneas. Em um ambiente marcado pela
hiperconectividade, pela velocidade dos fluxos comunicacionais e pela crescente dependéncia de
plataformas digitais, a desinformacdo ndo representa apenas um problematécnico, mas um fenémeno
estrutural que ameaca processos democraticos, politicas de saude publica, estabilidade institucional e
relagdes sociais. O avanco da IA generativa intensifica esse cenario, exigindo andlises criticas e
multidisciplinares sobre seus riscos e implicacdes éticas.

Para desenvolver essa investigagdo, o trabalho foi estruturado em quatro partes principais. Apés
esta introducdo, a secdo de metodologia descreve o percurso adotado, baseado em pesquisa
bibliografica e abordagem qualitativa. Em seguida, o desenvolvimento é organizado em quatro
subsecOes: a primeira apresenta os conceitos fundamentais da Inteligéncia Artificial Generativa; a
segunda discute os diferentes tipos de desinformacao digital e sua dinamica nas plataformas; a terceira
analisa a 1A como vetor de desinformacéo, destacando escalabilidade, realismo e automacao; e a

guarta examina os impactos sociais e politicos decorrentes desse fendmeno. Por fim, a conclusdo
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retoma os principais achados, reafirma a relevancia do tema e aponta para a necessidade de politicas
e estratégias integradas de mitigacao.

Assim, esta pesquisa busca contribuir para o debate contemporaneo sobre os desafios
informacionais na era da Inteligéncia Acrtificial, oferecendo uma compreensdo ampla e critica dos riscos
envolvidos e reforcando a importéncia de respostas éticas, tecnoldgicas e educacionais que assegurem a

preservacdo da verdade e da confianga social.

2 METODOLOGIA

A presente pesquisa foi desenvolvida por meio de uma abordagem qualitativa e de carater
essencialmente bibliogréafico, fundamentada na andlise de obras, artigos cientificos, relatorios
institucionais e documentos especializados que discutem Inteligéncia Acrtificial, desinformacéo digital
e seguranca informacional. A escolha por esse tipo de metodologia se justificou pela natureza
conceitual e interpretativa do tema, que exige compreensdo ampla das transformacdes tecnoldgicas
recentes e de seus impactos sociais e politicos. Assim, a investigacdo buscou reunir e interpretar
contribuicOes de autores como Goodfellow, Wardle, Derakhshan, Zuboff, Floridi, Chesney e Citron,
entre outros pesquisadores que se destacam no debate contemporaneo sobre algoritmos, midias
sintéticas e integridade informacional.

O percurso metodoldgico consistiu em quatro etapas principais. A primeira envolveu revisdo
sistematica da literatura nacional e internacional, com o objetivo de identificar conceitos, defini¢des e
fundamentos tedricos relevantes sobre IA generativa, ecossistemas de desinformacdo e impactos
sociopoliticos da manipulacdo informacional. Em seguida, foram selecionados estudos de caso,
relatérios de organizacdes de pesquisa e documentos de referéncia produzidos por entidades como o
Council of Europe, que abordam fenémenos como deepfakes, campanhas coordenadas e interferéncia
digital em processos democraticos. A terceira etapa concentrou-se na analise critica desse material,
buscando relacionar os achados tedricos com as transformacfes observadas na sociedade,
especialmente no que diz respeito ao avanco de modelos generativos, a circulacdo de contetdos
enganosos e aos mecanismos algoritmicos que amplificam a desinformacéo.

Por fim, os resultados obtidos foram organizados de forma temaética nas se¢fes do desenvolvimento,
permitindo uma discussdo integrada entre fundamentos técnicos e impactos sociais. Essa estrutura
metodoldgica possibilitou compreender o fenémeno de maneira ampla, articulando perspectivas
tecnologicas, sociologicas e politicas, e oferecendo subsidios para reflexdo sobre estratégias de
mitigagcdo que possam contribuir para o enfrentamento dos riscos associados a Inteligéncia Acrtificial.
Dessa forma, a metodologia adotada ndo apenas sustentou teoricamente o estudo, mas também permitiu

construir uma analise consistente, critica e alinhada as necessidades contemporaneas de protecdo da
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integridade informacional.

3 DESENVOLVIMENTO
3.1 INTELIGENCIA ARTIFICIAL GENERATIVA

A Inteligéncia Artificial Generativa tornou-se um dos campos mais inovadores e
transformadores da tecnologia contemporéanea, marcada pela capacidade de criar conteudos novos e
originais a partir do aprendizado de grandes volumes de dados. Em termos conceituais, ela se refere a
sistemas capazes de gerar textos, imagens, sons, videos e outros formatos de midia sem que esses
conteados tenham sido previamente armazenados, mas sim produzidos a partir de padrfes aprendidos
durante o treinamento. Segundo Goodfellow et al. (2016), esse tipo de IA baseia-se em modelos
probabilisticos capazes de compreender estruturas complexas da linguagem e da percep¢do humana,
reproduzindo-as de forma autbnoma e surpreendentemente natural. Essa caracteristica coloca a 1A
generativa como um marco na histéria da computacdo, ampliando seu uso em educacéo, saude, design,
comunicacao e entretenimento, ao mesmo tempo em que abre discussfes fundamentais sobre ética e
responsabilidade.

Dentro dessa categoria, os modelos de linguagem de grande escala, conhecidos como LLMs
(Large Language Models), tornaram-se os mais populares. Eles sdo capazes de gerar textos coerentes,
traduzir contetdos, responder perguntas, produzir resumos e até simular estilos de escrita especificos.
Esses modelos, como GPT, Gemini e LLaMA, foram treinados em bilhdes de palavras, desenvolvendo
a habilidade de prever a proxima palavra em uma sequéncia e, assim, construir narrativas completas.
Conforme Kaplan et al. (2020) apontam, quanto maior o volume de dados e parametros de um modelo,
maior tende a ser sua capacidade de gerar respostas sofisticadas. Paralelamente, avancos semelhantes
ocorreram no campo da geracdo de imagens e videos, com modelos como DALL-E, Midjourney e
Stable Diffusion, que sdo capazes de criar ilustracdes realistas, fotografias sintéticas e cenas complexas
baseadas em descri¢cOes textuais. Essas ferramentas expandiram a criatividade digital, permitindo que
pessoas sem formacdo técnica produzissem conteldos antes restritos a profissionais altamente
especializados.

Além dos textos e imagens, a IA generativa também revolucionou o audiovisual por meio da
sintese de voz e da manipulacdo de videos. As tecnologias de clonagem vocal permitem replicar com
alta fidelidade o timbre e a entonacdo de qualquer pessoa, gerando discursos inteiros que parecem
auténticos. Da mesma forma, os deepfakes — videos manipulados por redes neurais profundas —
ganharam notoriedade por sua capacidade de substituir rostos, sincronizar falas e alterar expressoes
com extremo realismo. Estudos como os de Chesney e Citron (2019) destacam que os deepfakes

representam uma das formas mais preocupantes de conteudo sintético, devido ao seu potencial para
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disseminar desinformacdo, comprometer reputacfes, manipular processos politicos e criar evidéncias
visuais falsas. A sofisticacdo desses métodos demonstra como a IA generativa pode tanto ampliar
ferramentas criativas quanto gerar riscos significativos para a integridade informacional e para a
confianca publica.

Nesse cenario, torna-se essencial compreender que a Inteligéncia Artificial Generativa ndo
consiste apenas em um avanco técnico, mas em um fenémeno cultural, social e ético. A medida que a
producdo de conteldo sintético se torna indistinguivel da produgdo humana, questfes relacionadas a
autenticidade, autoria, privacidade e veracidade ganham centralidade no debate contemporaneo.
Assim, estudar seus conceitos basicos, seus modelos e suas aplicagdes — inclusive as potencialmente
nocivas — € fundamental para garantir que sua utilizagdo ocorra de forma responsavel, transparente e

alinhada aos principios éticos que regem a sociedade digital.

3.2 DESINFORMACAO DIGITAL

A desinformagdo digital tornou-se um dos problemas mais urgentes da sociedade
contemporanea, intensificada pela velocidade e pela escala das interacbes mediadas por tecnologias
digitais. No ambiente online, a desinformacao assume diferentes formas, cada uma com caracteristicas
especificas e graus variados de intencionalidade. As chamadas fake news sdo conteudos totalmente
falsos, produzidos deliberadamente para enganar, manipular ou gerar repercussdo. Ha também
contetudos manipulados, que se baseiam em fatos parcialmente verdadeiros, mas alterados ou retirados
de contexto para induzir interpretacbes equivocadas. Além disso, as informacBes enganosas —
conhecidas como misinformation — sdo aquelas compartilhadas sem a intencdo explicita de causar
dano, mas que acabam contribuindo para a circulagdo de narrativas falsas ou distorcidas. Wardle e
Derakhshan (2017) classificam esses fendmenos dentro de um espectro que vai do erro ndo intencional
a manipulacéo estratégica, destacando que cada categoria demanda formas especificas de identificacdo
e combate.

Esse tipo de conteldo se fortalece em um ecossistema digital marcado pela hiperconectividade,
pela logica de viralizagdo e pela fragmentagdo das fontes de informacdo. Nas redes sociais, a
desinformacao circula de forma acelerada porque encontra terreno fértil em interagdes rapidas, pouco
verificadas e emocionalmente carregadas. Plataformas como Facebook, X/Twitter, WhatsApp, TikTok
e Instagram funcionam como ambientes onde conteldos atraentes tém maior chance de serem
compartilhados, independentemente de sua veracidade. Segundo Vosoughi, Roy e Aral (2018),
noticias falsas se espalham mais rapidamente que noticias verdadeiras justamente porque tendem a
despertar surpresa, indignacédo e forte engajamento emocional. Isso significa que o design das

plataformas — estruturado para maximizar atencéo e engajamento — contribui para perpetuar ciclos
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de desinformacao, muitas vezes tornando dificil para o usuario médio distinguir entre informacao
verificada e manipulagéo intencional.

O papel dos algoritmos e da automacdo nesse processo € igualmente central. Ferramentas de
recomendacdo baseadas em inteligéncia artificial selecionam contetdos de acordo com padrdes de
interesse do usuério, criando bolhas informacionais que reforcam crencas pré-existentes e dificultam
0 acesso a perspectivas diversas. Esses algoritmos, ao privilegiarem engajamento, acabam
amplificando mensagens sensacionalistas ou polarizadoras, tornando a desinformacao mais visivel que
conteudos verificaveis. Paralelamente, sistemas automatizados — como bots e contas coordenadas —
sao frequentemente utilizados para aumentar artificialmente o alcance de determinados conteidos ou
campanhas. Zannettou et al. (2019) mostram que grupos organizados utilizam redes de bots para
impulsionar narrativas falsas, manipular debates puablicos e influenciar processos politicos,
transformando a desinformacdo em um fendmeno sistémico e dificil de conter.

Nesse cenario, compreender a complexidade da desinformacdo digital exige analisar
simultaneamente seus tipos, suas formas de circulagdo e os mecanismos tecnoldgicos que amplificam
seu impacto. A interacdo entre usuarios, plataformas e algoritmos cria um ambiente no qual contetdos
falsos ou manipulados encontram elevada capacidade de difusdo, com efeitos diretos sobre a opinido
publica, a confianca social e o funcionamento das instituicbes democraticas. Assim, o estudo desse
fenémeno torna-se fundamental para o desenvolvimento de estratégias eficazes de mitigacdo e de

politicas publicas que fortalecam a integridade informacional na era digital.

3.3 1A COMO VETOR DE DESINFORMACAO

A Inteligéncia Artificial tem se consolidado como um vetor central na expansdo da
desinformacao digital, principalmente por sua capacidade de produzir, replicar e amplificar conteidos
falsos em velocidade e escala sem precedentes. Diferentemente dos processos tradicionais de
manipulacdo informacional, que exigiam tempo, recursos e conhecimentos técnicos avancados, a 1A
tornou possivel criar textos, imagens, videos e &udios falsificados com poucos comandos,
democratizando a capacidade de gerar conteidos enganosos. Ferramentas generativas permitem que
um anico individuo produza centenas ou milhares de mensagens falsas em minutos, o que intensifica o
volume de desinformacao circulante e sobrecarrega 0s mecanismos de verificagdo. Segundo Floridi (2021),
a automacdo transformou a desinformagdo em um fendmeno industrializado, capaz de se espalhar
rapidamente e de forma altamente adaptavel as dinamicas das redes sociais.

Um dos aspectos mais preocupantes dessa transformacédo é o realismo crescente das midias
sintéticas geradas por IA. Modelos avangados produzem imagens extremamente detalhadas, videos

gue simulam express@es faciais com precisdo e audios que imitam perfeitamente a voz humana. Os
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deepfakes tornaram- se uma das express@es mais visiveis dessa capacidade, permitindo a criacdo de
videos nos quais pessoas aparentam dizer ou fazer coisas que nunca ocorreram. Conforme destacam
Chesney e Citron (2019), esses contetdos tém potencial para comprometer reputa¢ées, manipular
decis@es politicas, gerar panico em situacdes de crise e minar a confianca em registros audiovisuais —
um elemento historicamente central na validacdo da verdade. Apesar de inicialmente detectaveis por
falhas visuais, os deepfakes evoluiram a ponto de se tornarem indistinguiveis a olho nu, 0 que aumenta
significativamente seu impacto.

Além da producdo direta de contetdos falsos, a IA amplia a desinformacédo por meio de bots
automatizados e campanhas coordenadas. Esses sistemas sdo programados para simular
comportamentos humanos, participar de debates, impulsionar hashtags, comentar publicacdes e
reforcar narrativas especificas. A automacdo permite que um pequeno grupo crie a impressdo de
consenso social ou engajamento organico em torno de temas sensiveis. Zannettou et al. (2019)
demonstram que redes de bots tém sido amplamente utilizadas por grupos politicos, econémicos e
ideoldgicos para manipular percepgbes publicas, interferir em debates eleitorais e amplificar
mensagens polarizadoras. Em muitos casos, esses bots funcionam de forma articulada com modelos
de IA generativa, criando uma cadeia de producdo e distribuicdo de desinformacao altamente eficiente.

Os impactos desse fendmeno sdo visiveis em diferentes contextos recentes. Em processos
eleitorais, contetdos falsificados por IA foram utilizados para difamar candidatos, manipular
narrativas e influenciar a opinifo publica, como ocorreu em elei¢des nos Estados Unidos, india e
diversos paises europeus. Durante crises sanitarias, como a pandemia de COVID-19, videos e textos
sintéticos foram usados para espalhar informac@es falsas sobre vacinas, tratamentos e medidas de
prevencdo, contribuindo para comportamentos de risco e desconfianga institucional. Em areas como
economia e seguranga, midias manipuladas ja provocaram quedas temporarias em mercados
financeiros e espalharam alarmes sobre ameacas inexistentes, demonstrando a capacidade da IA de
gerar impactos concretos e imediatos na vida social.

Assim, a Inteligéncia Artificial, embora represente um avanco tecnoldgico significativo,
também se tornou um poderoso catalisador da desinformacéo. Sua capacidade de produzir conteudos
altamente realistas, operar de forma automatizada e interagir com as dinamicas algoritmicas das
plataformas digitais faz com que se torne um elemento central na compreensdo dos desafios
contemporaneos ligados a integridade informacional. Reconhecer esse papel é fundamental para o
desenvolvimento de estratégias de mitigacdo que sejam capazes de responder a velocidade,
sofisticacédo e escala do problema.
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3.4 IMPACTOS SOCIAIS E POLITICOS

Os impactos sociais e politicos da desinformacdo amplificada por tecnologias de Inteligéncia
Avrtificial constituem um dos desafios mais graves enfrentados pelas sociedades contemporéaneas. A
circulacdo massiva de conteudos falsos, manipulados ou enganosos contribuiu significativamente para a
erosdo da confianca publica nas instituicdes, nos meios de comunicacao e até mesmo na propria nogao
de verdade compartilhada. Quando informac®es sintéticas geradas por 1A se tornam indistinguiveis de
conteudos reais, cidaddos passam a questionar a credibilidade de evidéncias visuais, declaragcfes
oficiais e fatos comprovados. Zuboff (2019) destaca que esse cenario de incerteza constante
enfraquece a coesdo social e cria terreno feértil para discursos polarizadores, tornando mais dificil a
construcdo de consensos minimos necessarios para o funcionamento democréatico. Assim, a confianca
— base de qualquer sociedade estruturada — torna-se fragilizada diante de um ambiente no qual a
autenticidade das informac6es se encontra permanentemente sob suspeita.

A desinformacao apoiada por 1A também desempenha papel central na manipulacéo de opinido
publica e na interferéncia em processos democraticos. Em épocas eleitorais, contetdos falsificados
podem alterar percepg6es, moldar narrativas e influenciar a decisdo de milhares de eleitores em curtos
intervalos de tempo. Deepfakes, textos fabricados por modelos de linguagem e redes de bots
coordenadas ampliam o alcance de campanhas manipulativas, criando impressées artificiais de apoio
popular ou disseminando falsas acusacdes contra adversarios politicos. Wardle e Derakhshan (2017)
afirmam que esses mecanismos desafiam os principios fundamentais da deliberacdo democratica ao
distorcer o debate publico, dificultar o acesso a informacdes confiaveis e manipular emocdes de
maneira estratégica. A interferéncia digital em elei¢cdes ja foi documentada em diversos paises,
evidenciando que a integridade eleitoral pode ser significativamente comprometida por tecnologias de
automacao informacional.

Além do campo politico, os impactos estendem-se a ciéncia, a saude publica e a seguranca
nacional. A disseminacdo de informaces falsas sobre tratamentos médicos, diagnostico de doencas
ou campanhas de vacinagcdo — amplamente observada durante a pandemia de COVID-19 —
demonstrou como a desinformacdo pode gerar comportamentos de risco, reduzir adesdo a medidas
sanitarias e agravar crises epidemioldgicas. No campo cientifico, a propagacéo de teorias conspiratorias
e conteudos anticientificos desacredita pesquisadores, dificulta politicas baseadas em evidéncias e
reduz a capacidade da populacéo de diferenciar conhecimento validado de especulagédo. Ja na seguranca
nacional, deepfakes e manipula¢des audiovisuais podem ser utilizados para provocar instabilidade,
simular ataques, criar falsas declaragdes de autoridades ou gerar panico coletivo. Chesney e Citron (2019)
alertam que a sofisticacdo das falsificagdes produzidas por IA pode inviabilizar a distingdo entre

ameacas reais e fabricadas, dificultando a acao rapida de instituicdes responsaveis por protecao social

Horizons of Multidisciplinary Studies

RISCOS DE DESINFORMACAO GERADOS POR IA E ESTRATEGIAS DE MITIGACAO



e estatal.

Diante desse cenéario, torna-se evidente que a desinformacdo potencializada pela 1A ndo
representa apenas um problema técnico, mas um fenémeno social e politico de grande magnitude.
Seus efeitos atravessam instituicdes, processos decisorios, sistemas de salde e relacBes sociais,
comprometendo pilares fundamentais da convivéncia democréatica. Compreender esses impactos é um
passo essencial para formular politicas eficazes de mitigacdo, fortalecer a alfabetizagdo digital da
populacéo e garantir que as tecnologias emergentes sejam utilizadas de forma ética e responsavel.

4 CONCLUSAO

O presente trabalho permitiu compreender que a Inteligéncia Artificial, especialmente em suas
aplicacOes generativas, desempenhou papel decisivo na transformacéo do ecossistema informacional
contemporaneo. A capacidade dessas tecnologias de produzir textos, imagens, videos e audios
sintéticos com elevado grau de realismo alterou profundamente as dinamicas de circulacdo de
informacdes, ampliando o potencial de criacdo e disseminacdo de contetidos falsos, manipulados ou
enganosos. A andlise revelou que a I A ndo apenas acelerou esses processos, mas também os tornou mais
complexos, eficientes e dificeis de detectar, configurando um cenério de desinformacdo mais poderoso
e sofisticado do que qualquer outro ja observado em periodos anteriores.

Os resultados indicaram que a desinformacdo gerada ou impulsionada por 1A contribuiu
diretamente para a erosdo da confianca publica, fendmeno que afeta instituicbes democraticas,
sistemas de comunicacdo, praticas cientificas e relacfes sociais. A presenca crescente de deepfakes,
discursos sintéticos, imagens manipuladas e campanhas automatizadas dificultou a distin¢do entre
conteudo verdadeiro e falso, ampliando a sensacéo de incerteza e vulnerabilidade informacional. Além
disso, destacou-se que essas tecnologias facilitaram a manipulacdo de opinido publica e interferéncias
politicas, criando condicdes para campanhas coordenadas que afetam processos eleitorais, agendas
governamentais e debates publicos de forma significativa. Evidenciou-se também que a desinformacéo
apoiada por IA ocasionou prejuizos a ciéncia, a salde e a seguranca nacional, especialmente em
contextos de crise, como pandemias e instabilidades geopoliticas. Diante desse cenario, o estudo
demonstrou que os riscos associados a IA ndo residem apenas em sua capacidade técnica, mas naforma
como tais tecnologias sdo incorporadas as dindmicas sociais e politicas. Assim, a mitigacdo desses
riscos depende de acdes integradas e multidimensionais. As estratégias analisadas indicaram a
necessidade de combinar solugbes técnicas, como ferramentas de deteccdo de deepfakes, marcacao
de conteudos sintéticos e sistemas de autenticacdo, com politicas regulatorias que estabelecam
transparéncia algoritmica, responsabilizacdo de plataformas digitais e mecanismos de governancga que

protejam a integridade informacional. Da mesma forma, destacou-se a importancia da educacao
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midiatica como estratégia fundamental para fortalecer a capacidade critica dos cidaddos, permitindo
que reconhecam sinais de manipulacdo e desenvolvam maior autonomia diante de conteudos
enganosos.

Conclui-se, portanto, que enfrentar a desinformacao gerada por 1A exige um esforgo conjunto
entre governos, pesquisadores, empresas tecnoldgicas, instituicbes educativas e sociedade civil.
Apenas por meio dessa cooperacao seré possivel garantir que a Inteligéncia Artificial seja empregada
de maneira ética, responsavel e alinhada aos valores democraticos, preservando a confianca social e a

seguranca informacional em um contexto digital cada vez mais complexo e desafiador.

Horizons of Multidisciplinary Studies

RISCOS DE DESINFORMACAO GERADOS POR IA E ESTRATEGIAS DE MITIGACAO




REFERENCIAS BIBLIOGRAFICAS

CHESNEY, Robert; CITRON, Danielle. Deep fakes: A looming challenge for privacy, democracy, and
national security. California Law Review, v. 107, p. 1753-1819, 2019. Disponivel em:
https://www.californialawreview.org/print/deep-fakes-a-looming- challenge-for-privacy-democracy-
and-national-security/. Acesso em: 14 nov. 2025.

FLORIDI, Luciano. The ethics of artificial intelligence. Oxford: Oxford University Press, 2021.

GOODFELLOW, lan; BENGIO, Yoshua; COURVILLE, Aaron. Deep learning. Cambridge:
MIT Press, 2016.

KAPLAN, Jared et al. Scaling laws for neural language models. arXiv, 2020. Disponivel em:
https://arxiv.org/abs/2001.08361. Acesso em: 14 nov. 2025.

VOSOUGHI, Soroush; ROY, Deb; ARAL, Sinan. The spread of true and false news
online. Science, v. 359, n. 6380, p. 11461151, 2018. Disponivel em:
https://www.science.org/doi/10.1126/science.aap9559. Acesso em: 14 nov. 2025.

WARDLE, Claire;, DERAKHSHAN, Hossein. Information disorder: Toward an interdisciplinary
framework. Strasbourg: Council of Europe, 2017. Disponivel em: https:/firstdraftnews.org/wp-
content/uploads/2017/11/PREMS-162317-GBR-2018- Report-de%CC%81sinformation-1.pdf. Acesso
em: 14 nov. 2025.

ZANNETTOU, Savvas et al. Disinformation warfare: Understanding state-sponsored trolls on Twitter
and their influence on the web. In: Companion Proceedings of the World Wide Web Conference
(WWW), 2019. Disponivel em: https://arxiv.org/pdf/1801.09288. Acesso em: 14 nov. 2025.

ZUBOFF, Shoshana. The age of surveillance capitalism: the fight for a human future at the new
frontier of power. New York: PublicAftairs, 2019.

Horizons of Multidisciplinary Studies

RISCOS DE DESINFORMACAO GERADOS POR IA E ESTRATEGIAS DE MITIGACAO


https://www.californialawreview.org/print/deep-fakes-a-looming-challenge-for-privacy-democracy-and-national-security/
https://www.californialawreview.org/print/deep-fakes-a-looming-challenge-for-privacy-democracy-and-national-security/
https://www.californialawreview.org/print/deep-fakes-a-looming-challenge-for-privacy-democracy-and-national-security/
https://arxiv.org/abs/2001.08361
https://www.science.org/doi/10.1126/science.aap9559
https://firstdraftnews.org/wp-content/uploads/2017/11/PREMS-162317-GBR-2018-Report-de%CC%81sinformation-1.pdf
https://firstdraftnews.org/wp-content/uploads/2017/11/PREMS-162317-GBR-2018-Report-de%CC%81sinformation-1.pdf
https://firstdraftnews.org/wp-content/uploads/2017/11/PREMS-162317-GBR-2018-Report-de%CC%81sinformation-1.pdf
https://arxiv.org/pdf/1801.09288

